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#### Abstract

We determine the structure of the ring of $n$-variable polynomials as a module for the Hecke algebra $H_{n}(q)$ ( $q$ an invertible parameter). We show how to construct polynomial bases for the $q$ analogues of symmetric group Specht modules, fully generalizing the relevant result of Davies et al (on two representations in the Temperley-Lieb quotient).


## 1. Introduction

This paper is motivated by the need, illustrated particularly in section 6 of the important recent work of Davies et al [1] on the spectrum of the XXZ Hamiltonian, and by recent interest in Hecke algebras and $q$-Knizhnik-Zamolodchikov equations from various authors [2], for a brief 'physicist digestible' treatment of the structure of the ring of polynomials in $n$ variables as a Hecke algebra module.

Recall that if $R$ is a ring then $R[x]$ is the ring of polynomials in $x$ with coefficients in $R$, and $R[x, y]=R[x][y]$. Now let $\mathbb{Z}_{q}=\mathbb{Z}\left[q, q^{-1}\right]$ and let $\mathbb{P}=\mathbb{Z}_{q}\left[z_{1}, z_{2}, \ldots, z_{n}\right]$ be the associated ring of polynomials in $n$ independent variables. The generators $\left\{g_{i} ; i=\right.$ $1,2, \ldots, n-1\}$ of the unitary Hecke algebra $H_{n}(q)$ over $\mathbb{Z}_{q}$ with relations

$$
\begin{align*}
& g_{i} g_{i+1} g_{i}=g_{i+1} g_{i} g_{i+1} \\
& {\left[g_{i}, g_{j}\right]=0 \quad|i-j| \neq 1}  \tag{1}\\
& \left(g_{i}+q\right)\left(g_{i}-q^{-1}\right)=0
\end{align*}
$$

act on the ring $\mathbb{P}$ by a $q$-deformation of the action of the symmetric group $S_{n} \cong H_{n}( \pm 1)$ on the variables $z_{1}, z_{2}, \ldots, z_{n}$. For $f$ a function of $z_{1}, z_{2}, \ldots, z_{n}$ and $(i+1) \in S_{n}$ let $f^{(i)}$ denote

$$
\begin{gathered}
f^{(i)}\left(z_{1}, z_{2}, \ldots, z_{i}, z_{i+1}, \ldots, z_{n}\right)=(i i+1) f\left(z_{1}, z_{2}, \ldots, z_{i}, z_{i+1}, \ldots, z_{n}\right) \\
=f\left(z_{1}, z_{2}, \ldots, z_{i+1}, z_{i}, \ldots, z_{n}\right) .
\end{gathered}
$$

Then explicit computation shows that

$$
\begin{equation*}
\left(g_{i}+q\right) f=\left(q^{-1} z_{i}-q z_{i+1}\right) \frac{\left(f-f^{(i)}\right)}{\left(z_{i}-z_{i+1}\right)} \tag{2}
\end{equation*}
$$

defines an action of $H_{n}(q)$ from the left on the set of such functions $[3,1]$. If $f \in \mathbb{P}$ then $f-f^{(i)}$ is a polynomial with a zero at $z_{i}=z_{i+1}$, so $\left(f-f^{(i)}\right) /\left(z_{i}-z_{i+1}\right) \in \mathbb{P}$ and $\mathbb{P}$ is an invariant subspace as an $H_{n}(q)$ module.

In this paper $\mathbb{N}$ denotes the set of non-negative integers. Let $a=\left(a_{1}, a_{2}, \ldots, a_{n}\right) \in \mathbb{N}^{n}$ and define $|a|=\sum_{k} a_{k}$. Then a basis of $\mathbb{P}$ is the monomials

$$
\mathcal{M}=\left\{z^{a}=z_{1}^{a_{1}} \ldots z_{n}^{a_{n}}: a \in \mathbb{N}^{n}\right\} .
$$

For any $i \in\{1,2, \ldots, n-1\}$ and $a \in \mathbb{N}^{n}$ let $\alpha \in \mathbb{N}^{n}$ be given by $\alpha_{j}=a_{j}(j \neq i, i+1)$, $\alpha_{i}=\alpha_{i+1}=\min \left\{a_{i}, a_{i+1}\right\}$. Then from equation (2)

$$
\left(g_{i}+q\right) z^{a}=\left(q^{-1} z_{i}-q z_{i+1}\right) z^{\alpha} \frac{\left(\operatorname{sign}\left(a_{i}-a_{i+1}\right)\left(z_{i+1}^{\left|a_{i+1}-a_{i}\right|}-z_{i}^{\left|a_{i+1}-a_{i}\right|}\right)\right)}{\left(z_{i}-z_{i+1}\right)}
$$

so factorizing

$$
\begin{align*}
\left(g_{i}+q\right) z^{a}= & \left(q^{-1} z_{i}-q z_{i+1}\right) z^{\alpha}\left(\operatorname{sign}\left(a_{i}-a_{i+1}\right)\left(\sum_{k=1}^{\left|a_{i+1}-a_{i}\right|} z_{i}^{\left|a_{++1}-a_{i}\right|-k} z_{i+1}^{k-1}\right)\right) \\
= & \operatorname{sign}\left(a_{i}-a_{i+1}\right) z^{\alpha}\left(q^{-1} z_{i}^{\left|a_{i+1}-a_{i}\right|}+\left(\left(q^{-1}-q\right) \sum_{k=1}^{\left|a_{i+1}-a_{i}\right|-1} z_{i}^{\left|a_{i+1}-a_{i}\right|-k} z_{i+1}^{k}\right)\right. \\
& \left.-q z_{i+1}^{\left|a_{i+1}-a_{i}\right|}\right) . \tag{3}
\end{align*}
$$

It follows, since $|a|$ is the total degree of every monomial in the expansion of the right-hand side of equation (3), that as an $H_{n}(q)$ module

$$
\mathbb{P}=\bigoplus_{k \in \mathbb{N}} \mathbb{P}^{k}
$$

where $\mathbb{P}^{k}$ is the space of polynomials of order $k$ (i.e. with elements homogeneous of degree k).

Indeed for each $j=1,2, \ldots, n$ the power of $z_{j}$ in each term on the right-hand side of equation (3) is no greater than $a_{j}$, so within $\mathbb{P}^{k}$ the monomials $z^{a}$ with all $a_{j}<Q(Q \in \mathbb{N})$ span an invariant subspace, call it $\mathbb{P}^{k}(Q)$. Then we have inclusions of $H_{n}(q)$ modules

$$
\mathbb{P}^{k}(Q) \subset \mathbb{P}^{k}(Q+1)
$$

In section 2 we analyse the structure of these modules. Many recent papers point to the importance of Hecke algebra representations in exactly solvable models, knot theory and conformal field theory [2,4]. It is well known how to construct irreducible representations of $H_{n}(q)$ for $q$ not a root of unity, but the usual constructions (first obtained by generalizing Young's classical $S_{n}$ work by Hoefsmit [5], implicit in Andrews et al [6] and subsequently rediscovered by several others [7]) are not well defined at $q$ a root of unity. Indeed this can be regarded as a signal of the change in the structure of the algebra at these points [8]. The more robust constructions of James and others [8,9] solve this problem, but are very difficult to implement in practice. One of the benefits of the present approach is that by bringing in the idea of symmetric functions we can put the procedure into a manageable state. This is done in the final section.
\%

## 2. Physical contexts

In [1] Davies et al give a scheme to diagonalize the one-dimensional XXZ spin chain Hamiltonian

$$
\begin{equation*}
\mathcal{H}_{\mathrm{xxz}}=-\frac{1}{2} \sum_{k=-\infty}^{\infty}\left(\sigma_{k+1}^{x} \sigma_{k}^{x}+\sigma_{k+1}^{y} \sigma_{k}^{y}+\Delta \sigma_{k+1}^{z} \sigma_{k}^{z}\right) \tag{4}
\end{equation*}
$$

for the (anti-ferroelectric) region $\Delta<-1$, using the representation theory of the quantum affine algebra $U_{q}(\widehat{s l}(2))$, where $\Delta=\left(q+q^{-1}\right) / 2$. On a finite lattice with appropriate boundary conditions the XXZ model can be built from reducible representations of Hecke algebras. In such cases $\mathcal{H}$ commutes with an action of the ordinary quantum enveloping algebra $U_{q}(s l(2))$ [13]. In the thermodynamic limit, as in equation (4), this Hamiltonian formally acts on the infinite tensor product

$$
W=\ldots \otimes C^{2} \otimes C^{2} \otimes C^{2} \otimes C^{2} \otimes C^{2} \otimes \ldots
$$

(in the sense that the Pauli matrix $\sigma_{k}^{x}$ acts on the $k$ th space $C^{2}$ here) and commutes with the action of $U_{q}^{\prime}(\widehat{s l}(2)) \subset U_{q}(\widehat{s l}(2))$ on this space $\dagger$ (see [1] for details, and see also the continuum limit version-the su(2)-invariant Thirring model [10]). Davies et al [1] use this commuting property to diagonalize the Hamiltonian (the technical issues are extensive, and for complete details the reader should again refer to their paper-here we touch only on the aspects germane to the present paper). In order to make their analysis rigorous Davies et al [1] initiate a study of the $n$ point correlators of vertex operators (certain intertwiners of representations of $\left.U_{q}(\widehat{s l}(2))\right)$ as $n$ grows large. Frenkel and Reshetikhin [11] showed that these correlators satisfy a $q$-Knizhnik-Zamolodchikov equation. It follows indirectly that these correlators provide bases for representations of a Hecke algebra, and in special cases (small $n$ ) Davies et al [1] observe that these are polynomial bases generalizing some well known symmetric group bases. They leave their result for large $n$ as a conjecture and, in any case, the appropriate generalizations were not previously known. They are given in this paper in a self-contained presentation.

This is of interest not only for the spectrum of the XXZ model itself (and its interpretation) but also because of the scope for using the technique in more general models. There are technical problems in each of these aspects. For a full explanation the reader should turn to the original paper, but we may summarize them as (i) it is not known how to generalize from $s l(2)$ to $s l(N)$; and (ii) there is ambiguity in the overall normalization of vertex operators, leading to a convergence issue for their infinitely iterated application (as in the thermodynamic limit). The results given in this paper provide the framework for addressing both of these issues, as well as that of eigenvectors for XXZ and higher vertex models in other regions. This framework can also be used to study eigenvectors of a suitable formulation of the Calogero-Sutherland-Moser model [12], which may be relevant to the quantum Hall effect and high $T_{\mathrm{c}}$ superconductivity, which we will discuss elsewhere.

We will show shortly that many physical models (arbitrary $U_{q}(s l(N))$ spin chains, for example) may be expressed in the form of the $n$ site chain Hamiltonian

$$
\begin{equation*}
\mathcal{H}_{\nabla}\left(\alpha_{1}, \alpha_{2}, \ldots, \alpha_{n-1}\right)=\sum_{k=1}^{n-1} \alpha_{k}\left(q^{-1} z_{k}-q z_{k+1}\right) \nabla^{(k)} \tag{5}
\end{equation*}
$$

$\dagger$ Explicilly the action is defined in two stages: first a representation $\pi: U_{q}^{\prime}(\widehat{s l}(2)) \rightarrow \operatorname{End}\left(C^{2}\right)$ is given by representing the generators:

$$
\pi\left(e_{0}\right)=\pi\left(f_{1}\right)=\left(\begin{array}{ll}
0 & 0 \\
1 & 0
\end{array}\right) \quad \pi\left(e_{1}\right)=\pi\left(f_{0}\right)=\left(\begin{array}{ll}
0 & 1 \\
0 & 0
\end{array}\right) \quad \pi\left(t_{1}\right)=\pi\left(t_{0}^{-1}\right)=\left(\begin{array}{cc}
q & 0 \\
0 & q^{-1}
\end{array}\right)
$$

and then the action of $U_{q}^{\prime}(\widehat{s l}(2))$ on $W$ is formally determined by the 'infinite' comultiplication

$$
\begin{aligned}
& \Delta^{(\infty)}\left(e_{i}\right)=\sum_{k \in Z} \cdots \otimes t_{i} \otimes e_{i} \otimes 1 \ldots \quad \Delta^{(\infty)}\left(f_{i}\right)=\sum_{k \in Z} \cdots \otimes 1 \otimes f_{i} \otimes t_{i}^{-1} \cdots \\
& \Delta^{(\infty)}\left(t_{i}\right)=\ldots \otimes t_{i} \otimes t_{i} \otimes t_{i} \ldots
\end{aligned}
$$

where the operator $\nabla^{(i)}=[1-(i i+1)] /\left(z_{i}-z_{i+1}\right)$, the $\alpha s$ are coupling constants, and the Hamiltonian acts on some subspace of the formal space of functions of $n$ variables $z_{i}$. We could attempt to consider the solutions to the general homogeneous problem

$$
\mathcal{H} f=E f
$$

where $\mathcal{H}=\mathcal{H}_{\nabla}(\alpha, \alpha, \ldots, \alpha)$, but this is not, as it turns out, physically sensible. The different models mentioned correspond to restricting to quotients of different invariant subspaces of the space of functions, and these subquotients yield different parts of the eigenvalue spectrum. In the thermodynamic limit no single model sees the whole spectrum, thus it is not sensible to try to give the complete spectrum of $\mathcal{H}$ a unified physical interpretation. This is an illuminating paradigm for the Calogero-Sutherland-Moser model [12] which is much harder to solve but which has, in principle, a similarly nebulous function space (essentially the same one, in fact, see [12]).

In this paper we will, however, fortuitously obtain several examples of eigenfunctions of $\mathcal{H}$ (and even of $\mathcal{H}_{\nabla}\left(\alpha_{1}, \alpha_{2}, \ldots, \alpha_{n-1}\right)$ )-the first, and simplest examples occur in equation (18), for instance. These are already known via the Bethe ansatz [14], but our representation theoretic derivation offers the possibility of an independent approach.

## 3. The structure of $\mathbb{P}^{k}$

We begin with some more notation: recall that a partition of a set $A$ is any collection of disjoint subsets $A_{i}$ whose union is $A$, and that each equivalence relation on $A$ defines such a partition.

On the other hand, for $n \in \mathbb{N}$, a partition of $n$ is any list $\lambda=\left(\lambda_{1}, \lambda_{2}, \ldots\right)$ with each $\lambda_{i} \in \mathbb{N}$ (usually $\lambda_{i}>0$ ), $\sum_{i} \lambda_{i}=n$ and $\lambda_{i} \geqslant \lambda_{i+1}$ [15]. If $\lambda$ is a partition of $n$ we write $\lambda \vdash n$.

The depth of $\lambda \vdash n$ is the unique index $i$ such that $\lambda_{i}>0$ but $\lambda_{i+1} \ngtr 0$. The set of partitions of $n$ is $\mathcal{P}_{n}$.

For $\lambda \vdash n$ the conjugate $\lambda^{\prime} \vdash n$ is defined by

$$
\lambda_{j}^{\prime}=\operatorname{card}\left\{i: \lambda_{i} \geqslant j\right\} .
$$

Recall also the reverse lexicographic ordering of partitions of $n$ given by $\lambda \triangleright \mu$ if the first non-vanishing difference $\lambda_{i}-\mu_{i}$ is positive [15]. This is a total ordering of partitions of $n$.

Now for each $a \in \mathbb{N}^{n}$ let us define $\rho(a)$ as the partition of $A=\{1,2, \ldots, n\}$ given by the equivalence relation

$$
i \sim_{a} j \quad \text { iff } a_{i}=a_{j}
$$

Then:
Definition 1 (Profile). For $a \in \mathbb{N}^{n}$ define the 'profile' of $a$, written $\rho^{a}$, as the partition of $n$ given by the list of orders of subsets in the partition $\rho(a)$, i.e. $\rho^{a}=\left(\left|A_{1}\right|,\left|A_{2}\right|, ..\right)$, with subsets arranged so that $\left|A_{i}\right| \geqslant\left|A_{i+1}\right|$.

Definition 2 (Shape). The 'shape' of an $a \in \mathbb{N}^{n}$, written $a^{\square}$, is the partition of $|a|$ obtained by permuting the elements of $a$ (i.e. rearranging the $\left\{a_{i}\right\}$ until $a_{1} \geqslant a_{2} \geqslant \ldots$.).

We also say that $z^{a}$ has shape $a^{\square}$. Note that for given $n$ the depth of this partition $a^{\square}$ cannot exceed $n$.

For example, with $n=5$, consider $a=(4,5,1,0,0)$. Then $z^{a}=z_{1}^{4} z_{2}^{5} z_{3}$, the shape of $a$ is $(5,4,1,0,0),|a|=10$, and $\rho^{a}=(2,1,1,1)$. If $b=(4,4,2,0,0)$ then the shape is $(4,4,2,0,0),|b|=10$ and $\rho^{b}=(2,2,1) ; c=(6,2,7,0,0)$ gives $c^{\square}=(7,6,2,0,0),|c|=15, \rho^{c}=(2,1,1,1)$.

Proposition 1. For any monomial $z^{a}$ the shape $a^{\square}$ is greater or equal in the reverse lexicographic ordering to the shape of any monomial in the expansion of $g_{i} z^{a}$ (from the right-hand side of equation (3)).

Proof. For each $i$ there are three cases to consider:
For $a_{i}=a_{i+1}$ then $f-f^{(i)}=0$.
For $a_{i}>a_{i+1}$ then $a_{i}$ precedes $a_{i+1}$ in $a^{\square}$. The first basis state occurring on the right-hand side (apart from $z^{a}$ itself), call it $z^{b}$, has a partition of the form

$$
b^{\square}=\left(\ldots, a_{i}-1, \ldots, a_{i+1}+1, \ldots\right)
$$

(as a partition the $i$ th and $(i+1)$ th components of $b$ may no longer be adjacent). Thus $a^{\square} \triangleright b^{\square}$. All subsequent terms are contained in $g_{i} z^{b}$, and hence have shapes below $a^{\square}$ by the same argument, except $\left(\ldots, a_{i+1}, \ldots, a_{i}, \ldots\right)$ which is identical to $a$ up to permutation.

For $a_{i}<a_{i+1}$ similarly.
It follows that $\mathbb{P}^{i}$ has a sequence of invariant subspaces as a left $H_{n}(q)$ module. For $\lambda \vdash i$ let $\mathbb{P}^{\lambda}$ be the space of polynomials of shape $\lambda$ (for $n=3, i=3$ the space $\mathbb{P}^{(2,1,0)}$ is spanned by

$$
\left\{z_{1}^{2} z_{2}, z_{1}^{2} z_{3}, z_{1} z_{2}^{2}, z_{1} z_{3}^{2}, z_{2}^{2} z_{3}, z_{2} z_{3}^{2}\right\}
$$

for example), and let

$$
\begin{equation*}
\mathbb{P}_{+}^{\lambda}=\mathbb{P}^{\lambda}+\sum_{\left\{\mu: \mu_{1}^{\prime} \leqslant n\right.} \mathbb{P}_{\mu<\lambda\}}^{\mu} \tag{6}
\end{equation*}
$$

For example (with $i \leqslant n$ )

$$
\mathbb{P}_{+}^{\left(1^{i}\right)}=\mathbb{P}^{\left(1^{i}\right)} \quad \mathbb{P}_{+}^{\left(21^{1-2}\right)}=\mathbb{P}^{\left(21^{i-2}\right)}+\mathbb{P}^{\left(1^{i}\right)}
$$

Then:

Proposition 2. For $\lambda, \mu \vdash i$ and $\lambda \triangleright \mu$

$$
\mathbb{P}_{+}^{\mu} \subset \mathbb{P}_{+}^{\lambda} \subseteq \mathbb{P}^{i}
$$

are inclusions of left $H_{n}(q)$ modules.
For $i \leqslant n$ we have left $H_{n}(q)$ module inclusions

$$
\mathbb{P}_{+}^{\left(1^{\prime}\right)} \subset \mathbb{P}_{+}^{\left(2^{i-2}\right)} \subset \mathbb{P}_{+}^{\left(2^{\left.2^{i} i^{-4}\right)}\right.} \subset \ldots \subset \mathbb{P}_{+}^{\mu} \subset \mathbb{P}_{+}^{\lambda(\propto \mu)} \subset \ldots \subset \mathbb{P}^{l}
$$

For $i>n$ with $i=n m+k(m, k \in \mathbb{N})$ then the smallest invariant subspace in this filtration is $\mathbb{P}^{\omega}$ with

$$
\omega=\left((m+1)^{k}, m^{n-k}\right)
$$

Let

$$
\begin{equation*}
\mathbb{P}_{-}^{\lambda}=\mathbb{P}_{+}^{\mu} /\left(\sum_{\mu<\lambda} \mathbb{P}^{\mu}\right) \tag{7}
\end{equation*}
$$

Then $\mathbb{P}_{-}^{\boldsymbol{\lambda}}$ is an $H_{n}(q)$ module, while $\mathbb{P}^{\boldsymbol{\lambda}}$, which can have the same basis (and is isomorphic to $\mathbb{P}_{-}^{\mu}$ as a vector space), is not an $H_{n}(q)$ module in general. For example $\mathbb{P}_{-}^{(3,0,0)}$ has basis $\left\{x_{1}^{3}, x_{2}^{3}, x_{3}^{3}\right\}$, as does $\mathbb{P}^{(3,0,0)}$, but the latter is not closed under the action of $H_{n}(q)$.

Then in $\mathbb{P}_{-}^{2}$ all but the first and last terms in the bottom line of equation (3) can be ignored and we have
$g_{i} z^{\left(\ldots, a_{i}, a_{i+1}, \ldots\right)}= \begin{cases}-q z^{\left(\ldots, a_{i}, a_{i+1}, \ldots\right)} & a_{i}=a_{i+1} \\ \left(q^{-1}-q\right) z^{\left(\ldots, a_{i}, a_{i+1} \ldots\right)}-q z^{\left(\ldots, a_{i+1}, a_{i}, \ldots\right)} & a_{i}>a_{i+1} \\ -q^{-1} z^{\left(\ldots, a_{i+1}, a_{i}, \ldots\right)} & a_{i}<a_{i+1} .\end{cases}$
Note that within $\mathbb{P}_{-}^{\lambda}$ the space induced by the action of the generators on a single $z^{a}$ is spanned by monomials of the form $z^{p(a)}$, where $p(a)$ is a permutation of the elements of $a$, (i.e. all monomials of the same shape) and this space is the whole of $\mathbb{P}_{-}^{\lambda}$. Thus

$$
\begin{equation*}
\operatorname{dim}\left(\mathbb{P}_{-}^{\lambda}\right)=\frac{n!}{\prod_{i}\left(\left(\rho^{\lambda}\right)_{i}!\right)} \tag{9}
\end{equation*}
$$

Note that we can write the basis states in terms of the action of the generators on a 'lowest' state $z^{e}$ of shape $\lambda$ defined by $e_{i} \leqslant e_{i+1}$. Recall the partial order on $\mathbb{N}^{n}$ defined [15] by $a \succeq b$ if

$$
\sum_{i=1}^{j} a_{i} \geqslant \sum_{i=1}^{j} b_{i} \quad \text { for all } j \text {. }
$$

Then $-q g_{i} z^{b}=z^{((i+1) b)}$ for $((i i+1) b) \succ b$.
Proposition 3. As $H_{n}(q)$ modules $\mathbb{P}_{-}^{\lambda} \cong \mathbb{P}_{-}^{\mu}$ if $\rho^{\lambda}=\rho^{\mu}$.
For example: $\mathbb{P}^{(9,6,4,1)} \cong \mathbb{P}^{(8,7,3,2)}$ since if $n=4$ then $\rho=(1,1,1,1)$ in both cases; if $n=6 \mathbb{P}^{(9,6,4,1,0,0)} \cong \mathbb{P}^{(8,7,3,2,0,0)}$ similarly since $\rho=(2,1,1,1,1)$ in both cases, and so on.

Proof. Consider the specialization $q=1$. Then in their monomial bases $\mathbb{P}_{-}^{\lambda}$ and $\mathbb{P}_{-}^{\mu}$ induce representations identical up to permutation of basis states. This is also true generally if

$$
\left\{i: \lambda_{i}>\lambda_{i+1}\right\}=\left\{i: \mu_{i}>\mu_{i+1}\right\}
$$

(e.g. for $(2,2,0)$ and $(1,1,0)$, but not for $(2,2,0)$ and $(1,0,0)$ ). In other cases the representations are not identical, but the proposition follows by continuity with the $q=1$ specialization as follows.

Recall that the specialization of $H_{n}(q)$ to $q=1$ is the group algebra of the symmetric group-a semi-simple algebra with dimension $n$ !. Any element in the radical of $H_{n}(q)$ must either vanish or again be in the radical of any specialization. Since $H_{n}(q)$ is also of dimension $n!$ [18] then $\operatorname{rad}\left(H_{n}(q)\right)$ is empty. Now suppose $\left\{R_{i}\right\}$ is a set of representatives of equivalence classes of irreducible representations of $H_{n}(q)$-so $\sum_{i}\left|R_{i}\right|^{2}=n!$. If any such irreducible specializes to a reducible representation then some dimensions are lost, therefore specialization is an isomorphism of classes of irreducibles. Thus the irreducible content at $q=1$ determines the $H_{n}(q)$ irreducible content.

Note that shapes of different degree may have the same profile (e.g. for $n=3(7,1,0)$ and $(3,2,1)$ are both $\rho^{\lambda}=(1,1,1)$ ). There is a unique representative shape in each isomorphism class of minimum degree given by

$$
\begin{align*}
& \lambda=(d-1, d-1, \ldots, d-1, d-2, d-2, \ldots, \\
& \quad d-2, d-3, \ldots, d-3, \ldots, 1,1, \ldots, 1,0,0, \ldots, 0) \tag{10}
\end{align*}
$$

where $d$ is the depth of $\rho^{\lambda}$ and

$$
\operatorname{card}\left\{i: \lambda_{i}=k-1\right\}=\left(\rho^{\lambda}\right)_{k}
$$

(so $|\lambda|=\sum_{i=1}^{d}(i-1) \cdot \rho_{i}^{\lambda}$ ).
We will also define a standard representative shape $v$ for each class by

$$
\begin{equation*}
\operatorname{card}\left\{i: \nu_{i}=k\right\}=\left(\rho^{\nu}\right)_{d-k} . \tag{11}
\end{equation*}
$$

We will see in the next section that the action in equation (8) (for $\lambda$ a standard representative shape) is identical to the action of the generators on a $\rho^{\lambda} q$-permutation module [8], which is in turn a block of the $s l(n)$ vertex model representation of $H_{n}(q)$ ( $[16,17]$ and see review below). The generic irreducible content of such a block is known [18], being given by the Littlewood-Richardson rules [15]. Serendipitously we will be able to rederive this result in a relatively simple way.

## 4. Polynomial bases for Specht modules

Recall the (unnormalized) $q$-symmetrizer and $q$-antisymmetrizer in $H_{n}(q)$ :

$$
\begin{align*}
& Y_{n}^{s}=\sum_{w \in S_{n}}(q)^{-l(w)} G(w)  \tag{12}\\
& Y_{n}^{a}=\sum_{w \in S_{n}}(-q)^{+l(w)} G(w) \tag{13}
\end{align*}
$$

where $G\left(S_{n}\right)$ is the basis of $H_{n}(q)$ obtained by writing each $w \in S_{n}$ as a word of minimal length $\left(l(w)\right.$ ) in permutations $(i i+1) \in S_{n}$ and then replacing ( $\left.i i+1\right) \mapsto g_{i}$.

These have the properties

$$
\begin{equation*}
\left(Y_{n}^{s}{ }^{s}\right)^{2}=[n]_{ \pm}!Y_{n}^{s}{ }^{s} \tag{14}
\end{equation*}
$$

(where $[n]_{ \pm}!=\prod_{r=1}^{n}\left(1-q^{\mp 2 r}\right) /\left(1-q^{\mp 2}\right)$ ) and

$$
\begin{equation*}
g_{i} Y_{n}{ }^{s}= \pm q^{\mp 1} Y_{n}^{a} . \tag{15}
\end{equation*}
$$

Proof of equation (15). First consider some $g_{i}$ acting on an arbitrary summand of $Y_{n}^{s}$. There are two cases to consider-either $g_{i} G(w)$ is of minimum length (and is given by $G((i i+1) w)$ ); or the relation $g_{i}^{2}=\left(q^{-1}-q\right) g_{i}+1$ can be used to shorten it:
$g_{i} G(w)= \begin{cases}\left(q^{-1}-q\right) G(w)+G((i i+1) w) & l((i i+1) w)=l(w)-1 \\ G((i i+1) w) & l((i i+1) w)=l(w)+1\end{cases}$
so overall the coefficient of $G(w)$ on the left-hand side of $g_{i} Y_{n}^{s}$ is again one of two caseseither the coefficient comes from shortening some $w^{\prime}$ (hence $\left.q^{-l(\omega)-1}\right)$ or from lengthening $w^{\prime}$ plus leaving alone $w$ :

$$
\begin{aligned}
& q^{-l(w)+1}+q^{-l(w)}\left(q^{-1}-q\right) \quad l((i i+1) w)=l(w)-1 \\
& q^{-l(w)-1} \quad l((i i+1) w)=l(w)+1
\end{aligned}
$$

and similarly for the antisymmetric case.
There is a duality between the roles of the two types of operator (under $q \leftrightarrow-q^{-1}$ ), and in fact the normalization we have chosen causes them to exchange their normal roles in the $q=1$ fimit.

Proposition 4. For $(i j) \in S_{n}$ and $f$ a function of $n$ variables such that $f=(i j) f$, then

$$
Y_{n}^{s} f=0
$$

Proof. It is sufficient to prove that ( $i+k$ ) $f=f$ implies $Y_{n}^{s} f=0$.
We proceed by induction on $k$. First suppose $f=f^{(i)}$, then

$$
\left(q^{-1}+q\right) Y^{s} f^{\mathrm{eq口}(15)}=Y^{s}\left(g_{i}+q\right) f^{\mathrm{eqn(2)}}={ }^{(2)} 0
$$

This establishes the case $k=1$ (strictly speaking only for $q \neq \pm i$, although these cases can also be dealt with).

Now assume that $f=(i i+m) f$ implies $Y^{s} f=0$ for all $i$ and all $m=1,2, \ldots, k-1$. Note that if $f=(i \dot{i}+k) f$ then
$f=((i i+1)(i+1 i+k)(i i+1)) f=(i i+1)((i+1 i+k)(i i+1)) f$ and hence

$$
(i i+1) f=(i+1 i+k)((i i+1) f)
$$

so then $Y_{n}^{s}((i i+1) f)=0$ by assumption. But similarly $Y_{n}^{s}(f+(i i+1) f)=0$, so finally $Y^{s} f=0$.

Writing $f=z^{a}$ then if two exponents $a_{i}, a_{j}$ are the same ( $\left.i j\right) f=f$, so
Proposition 5. For $a \in \mathbb{N}^{n}$

$$
Y_{n}^{s} z^{a}=0 \quad \text { unless } \rho^{a}=\left(1^{n}\right)
$$

That is, $X_{n}^{s} \mathbb{P}$ contains no monomial in which two exponents $a_{i}, a_{j}$ (say) are equal.
In particular, $Y_{n}^{s \mathbb{P}^{i}}=0$ unless $i \geqslant n(n-1) / 2$. Now consider $Y_{n}^{s \mathbb{P}^{n(n-1) / 2}}$. First $Y_{2}^{a}=1-q g_{1}$ so

$$
Y_{2}^{a} z_{1}=q^{2}\left(z_{1}+z_{2}\right)
$$

and so

$$
\begin{equation*}
g_{1}\left(z_{1}+z_{2}\right)=-q\left(z_{1}+z_{2}\right) \tag{16}
\end{equation*}
$$

and

$$
\begin{equation*}
g_{1}\left(z_{1}-q^{2} z_{2}\right)=q^{-1}\left(z_{1}-q^{2} z_{2}\right) \tag{17}
\end{equation*}
$$

This leads us to form:

Definition ( $q$-Vandermondians). The $q$-Vandermondians [15] are

$$
V_{n}^{ \pm}(q)=\prod_{1 \leqslant i<j \leqslant n}\left(z_{i} \mp q^{1 \pm 1} z_{j}\right)=V_{n-1}^{ \pm}(q)\left(\prod_{i=1}^{n-1}\left(z_{i} \mp q^{1 \pm 1} z_{n}\right)\right)
$$

These definitions with equations (16) and (17) give

$$
\begin{equation*}
g_{i} V_{n}^{ \pm}(q)= \pm q^{\mp 1} V_{n}^{ \pm}(q) \tag{18}
\end{equation*}
$$

Note that $V_{n}^{ \pm}(q) \in \mathbb{P}_{+}^{(n-1, n-2, \ldots, 0)} \subseteq \mathbb{P}^{n(n-1) / 2}$. For example, the first term in the monomial expansion of $V_{n}^{ \pm}(q)$ is $z_{1}^{n-1} z_{2}^{n-2} \ldots z_{n-1}$ (i.e. profile ( $\left.1^{n}\right)$ ). Note also that as left $H_{n}(q)$ modules

$$
\mathbb{Z}_{q} Y_{n}{ }^{s} \cong \mathbb{Z}_{q} V_{n}^{ \pm}(q)
$$

Whereupon we have:
Corollary 5.1. For $k \geqslant n$ let $\lambda=(k-1, k-2, \ldots, k-n)$, then as a left $H_{n}(q)$ module

$$
\begin{equation*}
Y_{n}^{s \mathbb{P}_{+}^{\lambda}} \cong \mathbb{Z}_{q} V_{n}^{+}(q)\left(\prod_{i=1}^{n} z_{i}^{k-n}\right) \tag{20}
\end{equation*}
$$

Proof. For some $z^{a}$ of shape $\lambda$ let us write $X=Y_{n}^{s} z^{a} \in \mathbb{P}_{+}^{\lambda}$. By proposition 4

$$
Y_{n}^{s}(1+(i j)) z^{a}=0
$$

so for $b$ any (even/odd) permutation of $a$

$$
Y_{n}^{s} z^{b}= \pm X
$$

By proposition $5 Y_{n}^{s} z^{c}=0$ for $c^{\square} \varangle \lambda$, since shapes of depth $\leqslant n$ which are lower than $\lambda$ in the total order (of partitions of $n(k-n)+n(n-1) / 2$ ) must have at least two exponents equal. Thus

$$
Y_{n}^{s} \mathbb{P}_{+}^{\lambda}=\mathbb{Z}_{q} X
$$

But $V_{n}^{+}(q)\left(\prod_{i=1}^{n} z_{i}^{k-n}\right) \in \mathbb{P}_{+}^{\mu}$ (consider $k=n$ ) and, comparing the coefficients of maximum degree in the first $n$ variables in $Y_{n}^{s} V_{k}^{+}(q)=[n]_{+}!V_{k}^{+}(q)$ we get

$$
Y_{n}^{s} V_{n}^{+}(q)\left(\prod_{i=1}^{n} z_{i}^{k-n}\right)=[n]_{+}!V_{n}^{+}(q)\left(\prod_{i=1}^{n} z_{i}^{k-n}\right) .
$$

Further:
Definition 4 (Diagrams for Vandermondians). More explicitly $V_{n}^{ \pm}(q)=V_{n}^{ \pm}\left(q, z_{1}, z_{2}, \ldots\right.$, $z_{n}$ ) and then the tableau Vandermondians are

$$
\begin{aligned}
& \begin{array}{|l|l|l|l|l|}
\hline m+1 \mid & m+2 \mid m+3 & \ldots & { }^{\prime} \\
\hline
\end{array}
\end{aligned}
$$

and similarly

and

and so on.
Definition 5 (Tableau symmetrizers). Similarly, diagrams as above but with superscripts $\pm$ replaced by $a, s$ denote the elements of $H_{n}(q)$ obtained by replacing the tableau

Vandermondians with the corresponding 'translated' (anti)symmetrizers, i.e. $V_{n}^{ \pm}(q) \rightarrow Y_{n}{ }^{a}$.
For example,

$$
\begin{array}{|c|c} 
& 4 \\
\hline
\end{array}=1-q g_{3}
$$

Let us review the construction of $q$-permutation blocks and Specht modules [9]. In order to do this we need to define some more special elements of $H_{n}(q)$. Let $\mu \vdash n$ have depth $\mu_{1}^{\prime}=d$, then with $\Lambda_{\mu}^{a}$ the product of symmetrisers defined by

we have:
Definition 6 ( $q$-permutation block $[9,18]$ ). The left module $P_{\mu}=H_{n}(q) \Lambda_{\mu}^{a}$ is the $q$ permutation block associated with $\mu$.

Proposition 6. As left $H_{n}(q)$ modules, $P_{\mu}$ is isomorphic to $\mathbb{P}_{-}^{\lambda}$ in case the profile of $\lambda$ is $\rho^{\lambda}=\mu$.

Proof. The induced representations are identical in a canonical basis [18] if $\lambda$ is standard. In particular compare equation (8) (for the lowest state) with equation (21).

Let $\Lambda_{\mu}^{s}$ be the product of symmetrisers defined by

(in the illustration $\mu_{1}^{\prime}=\mu_{2}^{\prime}$, of course this need not be true in general) and let $\Lambda_{\mu}^{\mp}$ be the tableau Vandermondians obtained from the tableaux in equations (21) and (22) respectively.

Definition 7 ( $q$-Specht module $[8,9,18]$ ). The left module $H_{n}(q) \Lambda_{\mu}^{s} P_{\mu}$ is the $q$-Specht module associated with $\mu$.

Each such module is a simple $H_{n}(q)$ module as we will see, and well defined in any specialization. Now by proposition 5 :

Proposition 7. For $\mu \vdash n$

$$
\begin{equation*}
\Lambda_{\mu}^{s} z^{a}=0 \tag{23}
\end{equation*}
$$

unless $\left(\rho^{a}\right)^{\prime} \unrhd \mu^{\prime}$. Further, if $a$ is of minimal degree for profile $\rho^{a}$ (equation (10)) then

$$
\begin{equation*}
\Lambda_{\rho^{a}}^{s} z^{a} \propto \Lambda_{\rho^{a}}^{+} \tag{24}
\end{equation*}
$$

that is

$$
\begin{equation*}
\Lambda_{\rho^{\mathbb{1}}}^{s} \mathbb{P}_{+}^{a}=\mathbb{Z}_{q} \Lambda_{\rho^{a}}^{+} \tag{25}
\end{equation*}
$$

and if the shape of $a$ is standard (equation (11)) then

$$
\begin{equation*}
\Lambda_{\rho^{a}}^{s} z^{a} \propto \Lambda_{\rho^{a}}^{+}\left(\prod_{i=1}^{a_{l}}\left(\prod_{j=1}^{a_{i}^{\prime}} z_{j}^{i-1}\right)\right) \tag{26}
\end{equation*}
$$

that is

$$
\begin{equation*}
\Lambda_{\rho^{a}}^{s} \mathbb{P}_{+}^{a}=\mathbb{Z}_{q} \Lambda_{\rho^{a}}^{+}\left(\prod_{i=1}^{a_{1}}\left(\prod_{j=1}^{a_{i}^{\prime}} z_{j}^{i-1}\right)\right) \tag{27}
\end{equation*}
$$

Note that equation (23) uses an ordering on profiles (cf the ordering on shapes in proposition 1).

Proof. Explicitly

Let the depth of $\rho^{a}$ be $\left(\rho^{a}\right)_{1}^{\prime}=d$. In order for the first factor on the right-hand side to be non-vanishing the exponents must be some permutation of $\mu_{1}^{\prime}$ distinct numbers chosen from the $d$ distinct exponents. If $d<\mu_{1}^{\prime}$ this is not possible. If $d>\mu_{1}^{\prime}$ then ( $\left.\rho^{a}\right)^{\prime} \triangleright \mu^{\prime}$ and there is nothing to prove. Note that if the exponents are a permutation of $\left\{0,1,2, \ldots, \mu_{1}^{\prime}-1\right\}$ then the factor is proportional to $V_{\mu_{1}^{\prime}}^{+}$by corollary 5.1.

It remains to consider the case $d=\mu_{1}^{\prime}$. Suppose that the first factor is in fact nonvanishing. In order for the second factor to be non-vanishing the exponents there must be some permutation of $\mu_{2}^{\prime}$ distinct numbers. Since we have already factored out $\mu_{1}^{\prime}$ distinct exponents we have an effective profile obtained by deleting the first column (in the diagram sense) from $\rho^{a}$. Thus the distinct exponents must be chosen from $\left(\rho^{a}\right)_{2}^{\prime}$ possibilities. If $\left(\rho^{a}\right)_{2}^{\prime}<\mu_{2}^{\prime}$ this is not possible. If $\left(\rho^{a}\right)_{2}^{\prime}>\mu_{2}^{\prime}$ then $\left(\rho^{a}\right)^{\prime} \triangleright \mu^{\prime}$ and there is nothing to prove. If the exponents are a permutation of $\left\{0,1,2, \ldots, \mu_{2}^{\prime}-1\right\}$-the minimal degree case-then the factor is proportional to $V_{\mu_{2}^{\prime}}^{+}$(appropriately translated) by corollary 5.1. If the exponents are a permutation of $\left\{\mu_{1}^{\prime}-\mu_{2}^{\prime}, \ldots, \mu_{1}^{\prime}-2, \mu_{1}^{\prime}-1\right\}$-the standard case-then the factor is proportional to $V_{\mu_{2}^{\prime}}^{+}\left(\prod_{j=1}^{\mu_{2}^{\prime}} z_{j}\right)$ (translated by $\left.z_{i} \rightarrow z_{i+\mu_{1}^{\prime}}\right)$ by corollary 5.1.

In general if $\left(\rho^{a}\right)_{2}^{\prime}=\mu_{2}^{\prime}$ we must consider the third factor similarly, and so on. Iterating, we obtain equations (23), (24) and (26).

Finally, consider the action of $\Lambda_{\mu}^{s}$ on a monomial $z^{b}$ (say) in $\mathbb{P}_{+}^{a}$, of shape lower than $a^{\square}$ in the total order (in the case of $a$ of minimal degree for its profile). Then the multiplicity of some exponent is lower in $b$ than in $a$, but since at minimal degree every exponent between this one and zero is represented, the multiplicity of some lower exponent is necessarily higher in $b$. Correspondingly at some factor there will not be enough distinct exponents in $b$, giving $\Lambda_{\mu}^{s} z^{b}=0$. Equation (27) follows similarly.

It is proved in [18] that $\Lambda_{\mu}^{s} P_{\mu}$ is one-dimensional for any $\mu \vdash n$. In general if $X, Y \in H_{n}(q)$ and $X H_{n}(q) Y$ is one-dimensional then $H_{n}(q) X H_{n}(q) Y$ is an indecomposable left module [19], hence the Specht module $H_{n} \Lambda_{\mu}^{s} P_{\mu}$ is a generic irreducible left module (distinct for each $\mu$, with $\mathcal{P}_{n}$ giving a complete set of irreducibles up to equivalence). It then follows from proposition 6 that for each $\lambda$ the space $\Lambda_{\rho^{\lambda}}^{s} \mathbb{P}_{-}^{\lambda}$ is one-dimensional (and this is confirmed explicitly in the mimimum degree and standard cases by proposition 7 , since $\mathbb{P}_{-}^{\boldsymbol{\lambda}}$ is a quotient of $\left.\mathbb{P}_{+}^{2}\right) \dagger$. Thus $\Lambda_{p^{2}}^{s} \mathbb{P}_{-}^{\mu}$ generates a polynomial basis for the corresponding left Specht module-as indeed does $\Lambda_{\rho^{2}}^{s} \mathbb{P}_{+}^{\lambda}$ in minimum and standard cases. By equation (25) the polynomial $\Lambda_{\rho^{2}}^{+}$in particular generates this basis. For example

$$
\begin{equation*}
\Lambda_{\left(2^{m}\right)}^{+}=\left(\prod_{1 \leqslant i<j \leqslant m}\left(z_{i}-q^{2} z_{j}\right)\right)_{m+1 \leqslant i<j \leqslant 2 m}\left(z_{i}-q^{2} z_{j}\right) . \tag{28}
\end{equation*}
$$

Similarly

$$
\begin{equation*}
\Lambda_{\left(2^{m}, 1\right)}^{+}=\left(\prod_{1 \leqslant i<j \leqslant m+1}\left(z_{i}-q^{2} z_{j}\right)\right) \prod_{m+2 \leqslant i<j \leqslant 2 m+1}\left(z_{i}-q^{2} z_{j}\right) . \tag{29}
\end{equation*}
$$

An isomorphic representation is induced using $\Lambda_{\left(2^{m}, 1\right)}^{+} \prod_{i=m+2}^{2 m+1} z_{i}$ (from equation (27)), reproducing (with equation (28)) the two examples found by Davies et al [1]. Equivalently, note for example that $a=(3,3,2,2,1,1,0)$ and ( $3,2,2,1,1,0,0$ ) have the same profile (i.e. $\left(2^{3}, 1\right)$ ), and that in both cases there are no shapes lower in the total order with profiles higher (or equal) in the total order of their conjugates.

More generally, for example
$\Lambda_{\left(3^{m}\right)}^{+}=\left(\prod_{1 \leqslant i<j \leqslant m}\left(z_{i}-q^{2} z_{j}\right)\right)\left(\prod_{m+1 \leqslant i<j \leqslant 2 m}\left(z_{i}-q^{2} z_{j}\right)\right)_{2 m+1 \leqslant i<j \leqslant 3 m}\left(z_{i}-q^{2} z_{j}\right)$
and so on.
A complete basis is generated from $\Lambda_{\rho^{2}}^{+}$by acting with $\left\{g_{i}\right\}$ as in the following example. We consider $\rho^{\lambda}=\left(2^{3}, 1\right)$ and write $(i j \ldots k)$ for $g_{i} g_{j} \ldots g_{k} \Lambda_{\rho^{\lambda}}^{+}$Then a basis is

$$
\Lambda_{\lambda}^{+}=\begin{array}{|l|l}
\hline 1 & 5 \\
\hline 2 & 6 \\
\hline 3 & 7 \\
\hline 4 & \\
\hline
\end{array}
$$



$(34)=$| 1 | 3 |
| :--- | :--- |
| 2 | 6 |
| 4 | 7 |
| 5 |  |

[^0](54)

$=$| 1 | 4 |
| :--- | :--- |
| 2 | 5 |
| 3 | 7 |
| 6 |  |

(654) $=$| 1 | 4 |
| :--- | :--- |
| 2 | 5 |
| 3 | 6 |
| 7 |  |

(354) $=$| 1 | 3 |
| :--- | :--- |
| 2 | 5 |
| 4 | 7 |
| 6 |  |

(234)

$=$| 1 | 2 |
| :--- | :--- |
| 3 | 6 |
| 4 | 7 |
| 5 |  |${ }^{+}$

(4354)

$=$| 1 | 3 |
| :--- | :--- |
| 2 | 4 |
| 5 | 7 |
| 6 |  |

(2354)

$=$| 1 | 2 |
| :--- | :--- |
| 3 | 5 |
| 4 | 7 |
| 6 |  |

(6534)

$=$| 1 | 3 |
| :--- | :--- |
| 2 | 5 |
| 4 | 6 |
| 7 |  |

(24354) $=$

$=$| 1 | 2 |
| :--- | :--- |
| 3 | 4 |
| 5 | 7 |
| 6 |  |

(64354)

$=$| 1 | 3 |
| :--- | :--- |
| 2 | 4 |
| 5 | 6 |
| 7 |  |

(26354)

$=$| 1 | 2 |
| :--- | :--- |
| 3 | 6 |
| 4 | 7 |
| 5 |  |

(246354)

$=$| 1 | 2 |
| :--- | :--- |
| 3 | 4 |
| 5 | 6 |
| 7 |  |

Finally, the algebra $H_{n}(q)$ is isomorphic to its opposite (see the defining relations), so an action from the right may be defined similarly to equation (2). Note that, in particular, $\mathbb{P}$ can be regarded as a left or right $H_{n}(q)$ module, but it is not a bimodule. For example, in the $S_{n}$ case

$$
(12)\left(z_{1}(23)\right)=(12) z_{1}=z_{2} \quad \text { but } \quad\left((12) z_{1}\right)(23)=z_{2}(23)=z_{3}
$$

We have determined the structure of the ring of $n$-variable polynomials as a Hecke algebra module by identifying various submodules with Hecke modules of known structure. Our new realization of these ( $q$-permutation) modules has enabled us to rederive their structure in a relatively simple way, and in particular to construct polynomial bases for all irreducible ( $q$-Specht) modules.
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[^0]:    $\dagger$ A straightforward generalization of the proof of proposition 7 establishes that the Littlewood-Richardson rules for the Specht module content of permutation blocks $[9,15]$ continue to apply on generalizing from $q=1$ to $q$ indeterminate.

